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PyTorch, TensorFlow, NVIDIA, and JupyterHub
Workloads powered by KubeArmor BPF-LSM.

Cloud Security for Al/ML Workloads

The Challenge: Securing —
AI/ML in the Cloud The Solution: ModelArmor

isolation for Al/ML ki ith
Modern Al/ML development and deployment face Securelisclation for Al/ML- workloadsiwi
- . eps KubeArmor sandboxing
critical security vulnerabilities.
Pull Infe Models e
Risk Level: High Risk ullInference Mode

(e.g9. HuggingFace)

Pickle Module Vulnerability

JumpHost Push Models
Python’s pickle module poses a significant security risk,
potentially allowing arbitrary code execution. A File Storage

Models & Configuration

@2 NVIDIA Inference Engine Service

sigstore/Model

Provenance

Transparency
Risk Level: 36% NG e g
Provenance check DecodingTrust
@ Trustworthiness
. Trusted
Adversarial Attacks ® _
Inference Enginel Integrations
o, . Inference Engine2
36% of Al systems face compromised outcomes due to Sandboxed T splunk> it slack
adversarial data manipulation.

Auditing

Detailed
Auditing/Forensics

Risk Level: Critical
Secure TensorFlow & PyTorch
Isolated execution for TensorFlow and PyTorch models.
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Exposed GPU/CUDA Resources

Unauthorized GPU toolkit access remains a top concern
in high-performance computing environments.

ﬁ Container Hardening

Prevents vulnerabilities in sandboxed container environments.

Risk Level: 80% Sandboxed Testing

Ensures untrusted applications execute securely.

Container Breaches

80% of organizations using containers face

misconfigurations that lead to vulnerabilities. @ GPU/CUDA Securitg

Secures NVIDIA GPU toolkits from unauthorized access.
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spec:
action: Allow
unauthorized: Block
process:
matchPaths:
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matchProtocols:
- fromSource:
- path: /bin/agentic-ai-app
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file:

mslcl/wD\'re;:tor'\e/s: Deployment
- dir: froot/.aws,
fromSource:
- path: /bin/agentic-ai-app
sercoursive: true kubernetes

A o
matchLabels: Toy o

a = © KubeArmor

app: agentic-ai-strands
severity: 1



An Open-Source Sandbox for Securing Untrusted
) Model PyTorch, TensorFlow, NVIDIA, and JupyterHub

Cloud Security for Al/ML Workloads Workloads powered by KubeArmor BPF-LSM.

ModelArmor in Action

Defending Against Model Corruption Attack

Deploy TensorFlow Model Attack Attempt Without ModelArmor

Attacker installs Python inside the container to

. execute malicious scripts.
[ TensorFlow Serving

Docker Container

Copies kerasinject.py into the /tmp folder without
any restriction.

Tries to inject
Before Attack Keras Lambda function

Injects a Keras Lambda function into the model,

enabling arbitrary code execution.
kerasinject.py

@ Images inputs payload.py -
With ModelArmor
V] Policy blocks installation of Python binaries
ModelArmor Defense inside the container.
¥ Prevents access to sensitive directories like /tmp,
Policy: Block stopping the upload of malicious scripts.
Python installation Policy: Block access

to /tmp folder
- & Model corruption is mitigated as the attack chain
cp kerasinject.py /tmp N . A
apt get install python is broken at multiple points.

X Attack Fails

FGSM Adversarial Attack on a TensorFlow Model

#1I Train & Deploy Normal Prediction Without ModelArmor
TensorFlow Model
2 {E’} i, Attack success: model outputs incorrect
classification.
v/ Predicts “2 i Policies unable to detect attacks that perturb
Attacker Prepares input only.

FGSM Attack
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erturbations
Proactively simulates adversarial attacks using
*Automated Red Teaming*.
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Result: [ Secures model behavior with input validation and
. . *
2 « Attack success: model outputs incorrect anomalg detGCtlon! akin to an *LLM Prompt
classification. Firewall* for ML workloads.
Misclassifie as 5 « Policies unable to detect attacks that

perturb input only

Protects against sophisticated input-level
manipulations.
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Sandboxing Agentic Al Zero Trust Policies = Lightweight
Isolates untrusted models, Granular process, network, and No MicroVM overhead,
blocking unauthorized actions volume controls supports any framework

NVIDIA GPU Protection @ Blocks Package Installs Sandboxed untrusted
Prevents unauthorized access & Network Call model execution
to GPU toolkits. Block /tmp access. breaks Untrusted code execution and
attack chains & blocks package file access restricted

installations like nmap & python




